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Preface

This dissertation introduces a mission planning architecture for multi-robot systems

to address long-term operation problems with energy replenishment. All work in this

dissertation is done under the supervision of my advisor Dr. Nina Mahmoudian.

In general, this dissertation provides two types of multi-robot energy replenishment:

static and mobile charging stations. Mission planning methods for both types of

energy replenishment are developed in Chapter 2 and Chapter 4. Implementations

to real-world applications validate capabilities of the proposed methods in Chapter 3

and Chapter 5.

This material is based upon work supported by National Science Foundation under

grant number 1453886, and Office of Naval Research under grant number N00014-

15-1-2599. The current models of Lake Michigan are kindly provided by Professor

Pengfei Xue in the Department of Civil & Environmental Engineering at Michigan

Technological University.
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Abstract

Success of numerous long-term robotic explorations in air, on the ground, and under

water is dependent on the ability of the robots to operate for an extended period

of time. The continuous operation of robots hinges on smart energy consumption

and replenishment of the robots. This dissertation addresses the multi-robot system

continuous operation problem by developing two mission planning architectures re-

garding two types of energy replenishment, which can be adapted to different mission

scenarios based on mission requirements and available resources.

The first type of energy replenishment utilizes static charging stations to provide a

recharging opportunity to primary working robots, who can periodically revisit static

charging stations to be recharged through the mission. The static energy replenish-

ment mission planning method simultaneously generates energy efficient trajectories

for multiple robots and schedules energy cycling using a Genetic Algorithm (GA). The

mission planning method accounts for environmental obstacles, disturbances, and can

adapt to priority search distribution.

The second energy replenishment approach extends working robots operation by de-

ploying a team of mobile charging stations to rendezvous and charge working robots.

A graph transformation method is developed for mobile charging stations to solve

xxiii
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persistent operation problem of working robots with pre-defined trajectories. Consid-

eration of dynamic currents effect and obstacles are integrated into the method. To

optimize trajectories of both working robots and mobile charging stations, a GA based

mission planning method is designed with the capability of re-planning to account for

mission uncertainty.

Simulation validations are performed through solving long-term mission planning

problems. A variety of real-world mission scenarios employing teams of underwa-

ter, aerial, and ground robots are simulated with multiple mission objectives under

various environmental and robot constraints. The effectiveness of both developed

mission planning methods in area coverage, handling energy limitations, and mission

constraints are discussed and analyzed by numerical studies.

xxiv
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Chapter 1

Introduction

Robots have been adopted to perform dangerous and once impossible tasks in re-

mote areas due to their capability and flexibility. The capability of robots lies in

performing a variety of tasks consistently and precisely. For example, the efforts in

oceanographic surveying and meteorology as well as Naval mine sweeping have been

aided by teams of independent robotic workers. Multiple robots have been deployed

to further improve the overall mission efficiency. However, the battery capacity and

recharging needs have considerably hindered the persistent operation of robotic sys-

tems. This limitation impacts the ability to autonomously deploy robotic platforms

for long-term, multi-robot missions such as immediate high-risk disaster recovery and

search that requires vast area coverage.

1
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To address the energy limitation of robotic systems, methods of introducing charging

agents have been studied to increase robotic network performance. Charging agents

are a team of autonomous robots or platforms capable of automating the recharging

process. Carrying charging devices such as charging pads or extra energy resources

such as extra batteries, charging agents can provide energy-cycling opportunities with-

out human intervention. Based on missions requirements and objectives, the charging

agent can be static or mobile.

Static charging stations can autonomously dock, recharge, and detach robots. This

type of autonomous energy replenishment is appropriate for missions that have finite

mission areas with periodic operations, such as surveillance and monitoring missions.

Recharging stations and docking mechanisms are available for aerial and marine ap-

plications [2, 3, 4, 5, 6]. Mobile chargers are capable of autonomously repositioning

within the environment and can connect to the working vehicle, fully recharge it,

safely disconnect, and rendezvous with the next vehicle that needs recharging [7, 8].

This type of energy replenishment greatly improves the operational area and energy

availability to working robots. As these recharging technologies advance, mission

planning methods that can consider mission specifications and environmental con-

straints have not been studied as extensively.

This dissertation addresses the long-term multi-robot area coverage problem with

both static and mobile charging stations approaches. The proposed mission planners

2
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find multi-robot trajectories and charging station placement or deployment. Consid-

erations of dynamic environments with constraints such as obstacles, predictable and

unforeseen disturbances also integrated to the approaches to handle different mission

requirements. This work also enables a trade-off study to assist mission planners

in evaluating impact of parameters (number/type of working robots and charging

stations) on overall mission completion time and energy cost.

1.1 Continuous Operation Utilizing Static Energy

Replenishment

The traditional solution to long-term robotic missions is to manually retrieve,

recharge, and redeploy vehicles. Charging station technology has been implemented

to aid this process in both marine and aerial robots by enabling autonomous docking,

recharging, and resuming of missions [2, 3, 4, 5, 6]. With the advancement of the

technology, mission planning considering battery management and recharging and

environmental constraints enables smart energy consumption and the replenishment

of the robots and long-term robotic operations.

As described in [9], the battery capacity has been severely limited the aerial robots for

critical missions such as search and rescue and reconnaissance missions. Therefore,

many methods have been developed recently to extend the continuous operation of

3
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robots to handle this significant constraint [9, 10, 11, 12, 13]. Getting closer to

applying mission plans on real robots requires taking more realistic constraints all

together compared to what is commonly addressed in the literature. Additional

attention has been paid to environmental constraints as solving the long-term coverage

problem without recharging possibility [14, 15]. Mainly lacking in the current work

is an approach that optimizes the mission plan for both working robots and charging

stations as a whole and takes into account the effect of environmental constraints

on recharge time and location. Such an approach will create a multi-robot network

that maintains continuous operation without the need for human intervention, and

succeeds in reliably completing missions despite environmental challenges.

The contribution of this approach is the design of an energy-efficient mission plan-

ning for long-term multi-robot area coverage missions that simultaneously optimizes

1) trajectory of robots, 2) location of charging stations, and 3) recharging schedule of

robots. The designed mission planning method considers robot specifications includ-

ing velocity and battery capacity and characteristics of the environment including

obstacles, wind/current, and regions with different coverage urgency. The novelty of

this work is to merge energy replenishment problem with multi-objective coverage

problem to generate efficient energy-aware mission plans.

4
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1.2 Continuous Operation Utilizing Mobile En-

ergy Replenishment

Although static charging systems improve the availability of energy to robots, there

are still drawbacks associated with such a system. Robots need to travel back and

forth to charging stations, which causes loss of energy and limits the operational

area. These drawbacks are more significant for marine applications where robots

are performing in inhospitable environment. Disturbances caused by environment

or mission uncertainty may result in a delay or failure of robot operations, which

significantly limit the efficiency of long-term missions.

The possibility of employing mobile charging stations has been studied recently. Dock-

ing between a free floating dock and a REMUS 600 has been tested [7]. It shows the

possibility that a floating dock being towed by another vehicle can be adapted to

an underwater mobile docking platform. Pyle et al. explored the potential of using

a large AUV (Proteus) as a mobile docking/recharging station [8]. Proteus travels

with working AUVs and is capable of charging two of them simultaneously. Their

work combines an area coverage and an energy-depended control methodology to

drive each AUV toward Proteus before the energy level becomes critical. Another

effort on developing a system that facilitate autonomous docking and recharging is

5
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the design of charging stations [16, 17]. This collapsible underwater docking system

is light-weight and has a potential to be installed on Unmanned Surface Vehicles

(USVs) (Figure 1.2) or AUVs to convert these vehicles to mobile power delivery sys-

tems. Figure 1.1 illustrates an area coverage scenario where two USVs are serving

as mobile charging stations. There is a need for a scalable mission planning method

that plans overall robotic network and recharging system considering environmental

and operational constraints such as currents, obstacles, and limited communication.

To improve the overall mission performance, this planner should be computationally

efficient and reliable to be used online for replanning in operation.

The contribution of this work is a mission planning architecture that responds to

energy consumption needs of the operating robots by deploying a team of mobile

chargers in a realistic environment. Given pre-defined working robot trajectories, the

mission planning method generates mobile charger trajectories using a graph trans-

formation method considering environmental constraints such as dynamic currents

and obstacles. A Genetic Algorithm (GA) based method is designed to optimize tra-

jectories of both working robots and mobile chargers simultaneously for long-term

coverage problems in uncertain conditions.

The remaining of this dissertation is organized as follow: the mission planning problem

with static charging stations is formulated and detail of the approach is provided in

Chapter 2. Several applications in different domains with different environmental

6
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Figure 1.1: Illustration of an area coverage mission where four AUVs are
following lawnmower trajectories in blue and two USVs are used as mobile
charging stations following dashed lines trajectories and meeting rendezvous
locations.

Figure 1.2: The AUV and USV used in a field experiment to verify the
proposed method in this dissertation.

constraints using static charging stations are tested and presented in Chapter 3. The

problem of mission planning using mobile charging stations is presented in Chapter

4 with the proposed approaches. Simulations are demonstrated in different scenarios

with their performance discussion in Chapter 5. Chapter 6 concludes the dissertation

and summarizes the future directions.

7



www.manaraa.com



www.manaraa.com

Chapter 2

Multi-Robot Mission Planning

with Static Energy Replenishment

Robotic missions are usually limited in the number of robots deployed simultaneously

due to difficulties in managing multiple robots and responding to the challenges.

This chapter focuses on multi-robot mission planning using static charging stations

for long-term operation considering multiple realistic constraints. The problem is

formulated into a multi-robot area coverage problem with environmental constraints

and solved by a greedy algorithm and a Genetic Algorithm (GA).

9
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2.1 Related Work

This section reviews related literature, including the complete coverage problem, the

multi-robot recharging problem, and mission planning considering environmental con-

straints.

A comprehensive survey reviewing the most successful methods to generate robot

trajectories for Coverage Path Planning (CPP) problem is presented in [18]. Grid-

based methods use uniform grid cells to represent the mission area, first brought

up in [19] as an approximate cellular decomposition. The grid-based method has

been used for CPP using different algorithms such as the Wavefront Algorithm [20],

Spanning Trees [21], and the Neural Network-based approach [22]. While we use

the grid-based map approach, instead of finding the trajectory for a mobile robot,

we consider both multi-robot trajectories as well as their recharging schedules and

locations. The mission planning problem for persistent coverage, exploration, and

surveillance missions with multiple robots has been studied [9, 10, 11, 12, 23, 24,

25, 26, 27, 28, 29]. Using heuristic methods to respond to mission specifications is

common in multi-robot area coverage mission planning [11, 12, 15, 24, 25, 29]. Unlike

persistent coverage problems that attempt to maintain a desired coverage level for

a mission area over infinite time, the coverage model in this work does not require

revisiting mission points.

10
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Planning long-term robotic missions requires replenishment of robots’ batteries. The

concept of mission planning considering recharging constraints has been studied using

mobile chargers [11, 29, 30, 31, 32]. Charging multiple working robots using a tanker

that meets working robots for a recharge during their mission has been studied [30].

How to efficiently reach working robots has also been addressed [31, 32]. Using a

team of service robots that carry energy to recharge working robots has been studied

as well [11, 29]. These methods assume pre-defined trajectories of working robots and

do not consider the constraints imposed by the environment.

Prior work on the coverage problem with recharging limitation and scheduling is either

valid for only one mobile robot [33], or responds to the energy limitation by offering

one fixed charger dedicated to each working robot without sharing [12]. An algorithm

to solve the multi-robot persistent coverage problem is proposed in [12], optimizing

the path for a fleet of robots visiting all the targets while maintaining an adequate

fuel capacity by refueling at depots placed at fixed locations [12]. Optimizing the

worker path and placement of mobile recharging stations jointly is studied in [33]

using a two-step optimization with greedy algorithms for a fuel constrained aerial

robot and a refueling ground vehicle. Their work can only consider a single working

robot with a single charging robot, although the greedy algorithms are employed to

reduce the computational time. Similarly, the problem of handling different robots

sharing different depots is not addressed in [12]. Our work addresses the problem of

multiple robot trajectories planning with shared charging stations.

11
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The mission planning problem using static charging stations is also close to the Multi-

Depot Vehicle Routing Problem (MDVRP) in terms of the limited capacity mission

planning problem. In the MDVRP, multiple vehicles are deployed from multiple

depots to deliver the product to the customers. The vehicles have limited capacity.

They need to return to the same depot where they start to refill. Each customer can

have a different demand. MDVRP is a NP-hard problem, and finding the optimal

solution is extremely time-consuming [34]. Usually heuristic methods such as Genetic

Algorithms are used to find a solution by solving three decision problems (grouping,

routing, and scheduling) [34, 35]. However, the developed methods for MDVRP

cannot be used for our problem because the locations of depots in MDVRP are pre-

defined. In addition, no method can handle multiple vehicles sharing the depots in

MDVRP.

Some efforts have focused on developing mission planning methods for multi-robot

persistent surveillance missions utilizing shared charging stations [9, 10]. The method

results in an online and offline control policy for motion planning of a team of aerial

robots using charging stations [10]. The experiment with three charging stations in a

target area shows the effectiveness in increasing mission time of the proposed system

with a limited number of mission points, however the robot trajectory optimization

is not discussed [9]. Although, many studies consider the problem of multi-robot

trajectory optimization and placement of charging stations from different aspects,

none takes into account all the constraints together.

12
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Environmental challenges such as obstacles are considered in some mission planning

works [20, 21, 22, 26, 36]. In grid-based coverage problems, the obstacles are usually

bounded in the mission area so that the proposed approaches are capable of avoiding

the obstacles [15, 20, 21, 22]. In our problem, obstacle avoidance is not achieved by

the formation of the proposed method. Instead, we use a penalty function to eliminate

infeasible paths. In most mission planning literature, less attention has been paid to

environmental constraints such as wind and currents which are crucial for real-world

missions especially in the air and sea. For underwater vehicles path planning in long-

term missions, the energy cost is usually estimated by the vehicle’s velocity vector and

current vector in two-dimensional maps [37, 38]. In [37], the time-based heuristic cost

is estimated by choosing the direction of gliders velocity and finding the resultant net

velocity between the predicted current vector and the glider vector on a grid-based

map. To handle the time-varying flow, a graph-based approach is presented in [38].

We follow the same method in this work to find the energy cost under the known

current effect.

2.2 Problem Statement

The aim is to find the positions of charging stations as well as trajectories of working

robots while they visit all the mission points with the minimum energy spent and

satisfy the environmental constraints.

13
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The number of working robots is represented with W and the charging stations with

C. All working robots have the same energy capacityG and the same maximum speed.

The energy costs of the working robot trajectories are calculated by the distance and

the speed of the robots under the current ( ~Cr) effect. The charging stations are

placed on vertices in the mission area. Working robots need to revisit those vertices

to recharge their batteries. The energy limit constraint for the working robots is that

the energy costs of working robots visiting two consecutive charging stations must

not exceed G. It is assumed that the charging stations have unlimited energy, and

the energy cost of working robots has a linear relation with their operation time.

Given the prior information about the mission area M ⊂ R2, a grid-based approach

is used to represent the mission area and the obstacle area using uniform cells. The

mission area is given as a directed graph G(V,A, p,B, ~Cr), where V is the set of

vertices, A is the set of edges, p : V → R is a distribution function that assigns a

priority value to each vertex in V , B is the set of obstacle vertices, and ~Cr is the

current model. The vertices are the mission points that need to be visited by working

robots. Each edge ai,j ∈ A is an ordered pair of vertices (vi, vj) with the assigned

direction from vi to vj. A trajectory of working robots is a sequence of edges and

the energy cost of this trajectory is the summation of the cost of all the edges in the

trajectory. To guarantee the full coverage of the mission area, all vertices (V ) should

be visited at least once by a working robot.

14
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Figure 2.1: An example of two working robots covering the mission area
with the support of one charging station. The robots respond to their energy
limitation constraint by visiting the charging station.

To illustrate the definitions and constraints, consider a mission area with two working

robots (W = 2) and one charging station (C = 1) shown in Figure 2.1. The goal

is to place the static charging station and find the working robot trajectories with

the minimum energy spent. The mission area is discretized in 9 uniform cells. The

energy cost of working robots is defined as the distance each robot travels. The energy

capacity for working robots is enough for traveling 3 unit distances (for example, we

consider the cost of traveling from cell 5 to cell 2 as 1 unit distance, and from cell

5 to cell 1 as 1.41 unit distances). The trajectories of working robots visiting all 9

vertices while avoiding being completely discharged by visiting the charging station

vertex are shown as blue and red lines in the figure. For the presented solution, the

charging station is placed at cell 5 shown by the black triangle. The energy cost

associated with the trajectory of the first working robot (blue line) is (1, 1, 1, 1) and

remaining energy level is (2, 1, 2, 1). For the second working robot’s trajectory (red

line), the energy cost is (1, 1.41, 1, 1) and remaining energy level is (2, 0.59, 2, 1). The
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total energy cost is (1 + 1 + 1 + 1) + (1 + 1.41 + 1 + 1) = 8.41 unit distances.

2.3 Mission Planning Approaches with Static En-

ergy Replenishment

A Genetic Algorithm (GA) is designed in Section 2.3.1. to optimize the trajectory

planning problem and charging stations placement problem together considering en-

vironmental constraints. As a comparison, we propose a greedy algorithm to solve

charging stations placement problem and the trajectory planning problem in two steps

in Section 2.3.2.

2.3.1 Genetic Algorithm

GAs have been successfully implemented for trajectory optimization problems in re-

cent years [15, 34, 35, 39, 40]. GA is an evolutionary algorithm that keeps the pop-

ulation of candidate solutions evolving to better solutions under selective pressure

based on fitness.

As shown in the flowchart (Figure 2.2), we first consider the effect of environmen-

tal constraints such as obstacles and currents in finding working robots trajectories
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and associated energy costs. Then, the encoding and decoding of working robots

trajectories and charging station locations take place in the initialization process.

The mission objectives and constraints are then used to find the fitness value in the

evaluation and selection process. The crossover process produces the new generation.

Post-processing provides the solution to the problem after the algorithm stops. The

details of each process are presented in the following sections.

2.3.1.1 Environmental Constraints Consideration

Considering the environmental constraints such as current and obstacles will impact

energy costs for traveling in the mission area. The mission area is discretized using

uniform cells with N vertices to represent those cells

V = {v1, . . . , vN}.

The size of the cell is decided by the requirement of the mission such as the sensor

range or desired sampling resolution. The Euclidean distance between every two

mission points is calculated,

D = {di,j : i, j = 1, . . . , N},
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Figure 2.2: The steps of solving the mission planning problem using the ge-
netic algorithm for finding energy efficient trajectories of working robots and
positioning of the charging stations considering environmental constraints.

where di,j is the Euclidean distance between mission points vi and vj. To calculate the

energy costs of all the edges, we first find the velocities of the robots traveling under

the current effect. Then the energy costs are calculated using the travel distance and

the velocity.

The effect of current or wind in the mission area is represented by ~Cr. The magnitude
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(‖ ~Cr‖) defines the current or wind speed. Here, we consider an evenly distributed,

unidirectional, and constant ~Cr in the mission area. It is assumed that the robots

travel at the same speed (‖~sout‖), and change their headings to accommodate the

current effect (Figure 2.3).

For each edge ai,j ∈ A, given ‖~sout‖, ~Cr, and the direction of ~si,j, the velocity of

working robots (‖~si,j‖) under the current effect can be calculated by

~si,j = ~sout + ~Cr.

The set of the velocity for all edges is {‖ ~si,j‖ : i, j = 1, . . . , N} where ‖ ~si,j‖ is calcu-

lated by

‖ ~si,j‖ = cosα1‖~sout‖+ cosα2‖ ~Cr‖.

α1 is the angle between the desired travel direction and the robot’s heading,

α1 = arcsin(sinα2‖ ~Cr‖/‖~sout‖),

and α2 is the angle between the desired travel direction ~si,j and the current ~Cr.

The travel time for each edge can be calculated by ti,j = di,j/‖ ~si,j‖. The set of energy

costs U = {ui,j : i, j = 1, . . . , N} is linear with the travel time ui,j = γti,j.
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Figure 2.3: The current changes direction of the travel of the working
robot. α1 is the angle between the desired travel direction and the robot’s
heading, and α2 is the angle between the desired travel direction and the
current.

To account for obstacles in the mission area, the algorithm verifies if the edge ai,j =

(vi, vj) crosses through the obstacle area by checking if any of the corresponding cells

belong to the obstacle area (B). An edge (vi, vj) connects the start point (xa, ya) to

the end point (xb, yb), where xa, xb, ya, yb are the x and y positions of vi and vj in a

2D coordinate. To find the corresponding cells for (vi, vj), we interpolate (xa, ya) and

(xb, yb) by Nb points

[(xa, ya), (xa + δx, ya + δy), (xa + 2δx, ya + 2δy), (xa +Nbδx, ya +Nbδy)],

where Nb = 2
√

(xa − xb)2 + (ya − yb)2, δx = (xb − xa)/Nb, and δy = (yb − ya)/Nb.

Then, the nearest cells to each interpolation point are the corresponding cells to

this edge. If an edge crosses through B, then a large penalty will be added to the
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pre-calculated edge cost.

ui,j =


∞, if ai,j crosses B

ui,j, otherwise.

2.3.1.2 Initialization

In this process, a population of much larger than N chromosomes is randomly gen-

erated. A fixed-length decimal encoding is applied to the chromosomes. N mission

points are labeled. Each chromosome has N genes. Each gene indicates a mission

point and the order of the genes in a chromosome represents the trajectories of robots.

For multiple robots, the chromosome is evenly divided to represent the trajectories

of different robots (Figure 2.4).

Figure 2.4: Each chromosome represents the trajectories of working robots,
together with the threshold positions selected by a random selection.

Working robots operate in working and recharging phases. Before the battery life

of a working robot reaches a critical level, it needs to pause the coverage mission,

leave the mission path, and travel to a charging station. Threshold positions (TP )
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are the locations from where the working robot will start heading to a charging

station. Taking advantage of the grid-based representation of the mission area, we

can calculate the maximum mission points a working robot can visit with a single

battery life (Nt). A number is randomly chosen from [1 .. Nt] for each threshold

position to accommodate the energy limit constraint.

Using a fixed-length decimal chromosome to represent the mission area is a widely

used model to convert maps in discrete mathematical operations [39]. The advantage

of this encoding method is that the full coverage constraint is automatically satisfied.

The disadvantage is that the classic two parents crossover and mutation methods

cannot be used since they produce unfeasible children (some mission points are not

visited and some mission points are visited more than once).

2.3.1.3 Evaluation

In the evaluation process, we calculate the fitness values of the chromosomes. The

weighted sum approach is used to convert the multi-objective optimization problem

into a single objective optimization problem. The weighted sum approach is very

computationally efficient and easy to implement [41]. Finding the Pareto-optimal

solution is not of interest in this work.
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The fitness function (FF ) is expressed as

FF = w1E + w2L+ w3H + w4P (2.1)

where E represents the total energy consumption, L denotes the penalty of violating

the energy limit constraint, H minimizes the distance between threshold positions,

and P minimizes the time to cover any high priority search areas. wi is the weight for

each mission objective. The combination of weights usually are chosen after multiple

runs.

To calculate the energy consumption and verify the energy limitation constraint,

we analyze the trajectories of W working robots, and check each segment of these

trajectories. We divide each trajectory into multiple segments by threshold positions.

Each segment represents the trajectory a working robot travels between two consec-

utive visits of charging stations with one battery life. We denote trajectories of W

working robots as R = {Ri,j : i = 1, . . . ,W, j ∈ N}, where Ri,j is the jth segment of

the ith working robot trajectory. For example, segment 1 of the first working robot

trajectory is denoted as R1,1 = (a1,2, a2,3, . . . , ak,k+1) : ai,j ∈ A, associated with the

set of energy cost E1,1 = (u1,2, u2,3, . . . , uk,k+1) : ui,j ∈ U .
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The total energy consumption of all robots is

E =
W∑
i=1

∑
j

Ei,j. (2.2)

The penalty of violating energy limit constraint is expressed as

L =
W∑
i=1

∑
j


0, Ei,j ≤ G

Ei,j −G, Ei,j > G.

(2.3)

When the number of threshold positions (TP ) is larger than the desired number of

charging stations C, we divide TP into C groups TP = {TP1, . . . , TPC}. For each

group, the distance between all threshold positions is minimized so that they can be

combined as a charging station

H =
C∑
n=1

∑
i,j∈TPn

di,j, where di,j ∈ D. (2.4)

In search missions, high priority areas are usually areas of map with a higher success

rate which can conclude the search mission without covering the full area. To consider

the priority of coverage during mission planning, each mission point vi is assigned

with a priority value pi based on a given probability distribution and is expected to
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be visited at ti time step

P =
N∑
i=1

piti. (2.5)

The weight of these four mission objectives in the fitness function define the impor-

tance of each objective in the optimization. Minimizing energy consumption is the

primary goal in contrast with the time covering the high priority area as a secondary

goal, therefore w1 is larger than w4. w2 and w3 impact how much the algorithm penal-

izes the candidate solutions which violate energy limitation and have large distance

between threshold positions. The value for w2 and w3 should be large enough to find

the solution that does not violate the energy limitation constraint with the desired

distance between threshold positions.

2.3.1.4 Selection and Crossover

Using tournament selection, one eighth of chromosomes are selected as parents for

generating new chromosomes. A two-point single-parent crossover is applied to half of

the parents, for which the two points are selected from anywhere on the chromosome.

For the other half, the crossover is performed for two points that are selected from

a segment of parent chromosome that represents the trajectory of a single robot.
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Figure 2.5: The population reproduction uses a single parent two-point
crossover process [1]. The illustrations of the decoding of each offspring are
shown on the right.

The crossover comprises flipping, swapping, or sliding the two selected points (Figure

2.5). The threshold positions for each offspring chromosome are either kept at the

same gene positions or randomly relocated to new gene positions. Modifying the

threshold position facilitates the battery life constraint (Eqn. 2.3). The locations of
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the charging stations are assigned based on the threshold positions. The crossover

grows the number of chromosomes eight times, keeping the size of population constant

from one iteration to next.

2.3.1.5 Post-process

The iterations stop when the simulation meets the maximum number of iterations.

The maximum number of iteration is determined by running the algorithm multiple

times to find the convergence of the results. The chromosome representing the tra-

jectories of working robots and threshold positions with the lowest fitness value (FF )

is the output of the algorithm.

To find the best positioning for charging stations (C), the threshold positions (TP )

are checked and analyzed following these steps: 1) the number of other threshold

positions within the radius of a unit distance are found for each threshold position. 2)

The threshold position with the largest number of neighbors is selected, and combined

with its surrounding threshold positions as a charging station. Repeat the first two

steps until all the threshold positions are assigned.
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2.3.2 Greedy Algorithm

A two-step greedy algorithm is employed for energy-efficient mission planning using

static charging stations. Given the mission area, the number of working robots and

charging stations, we first use the k-means clustering [42] to find the locations of the

charging stations. Then a nearest neighbor algorithm similar to [33] is used to find

the trajectories of the working robots.

To place the static charging stations, given N mission points and C charging stations,

the k-means clustering algorithm partitions the mission points into C clusters. The

centroid of each cluster is the location of a charging station. The k-means clustering

algorithm alternates between the assignment step and the update step in each iter-

ation. In the assignment step, each mission point is assigned to the cluster whose

centroid has the least squared Euclidean distance. Then, the new centroids are found

in the update step. The iterations continue until the convergence of the results.

Next, a nearest neighbor algorithm is applied to find the trajectories of working robots

based on the location of the charging stations. In each iteration, this algorithm finds

the nearest mission points relative to the current working robot positions and the

nearest charging stations to the nearest points. It also calculates the corresponding

required energy for reaching the nearest point and the charging station. If the required
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energy is less than the available energy of the working robot, it goes to the nearest

point. Otherwise, the working robot travels to the nearest charging station directly.

The algorithm continues to find working robot trajectories until all the mission points

are visited or all the working robots have no point to move.
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Chapter 3

Mission Planning Applications

with Static Energy Replenishment

The capabilities of the developed mission planning method, especially in handling

multiple environmental constraints, are examined in this chapter. Three mission sce-

narios with different scales and environmental constraints employing ground, aerial,

and underwater robots are used to verify the proposed mission planning method.

In Section 3.1, the proposed method is implemented into a sample area coverage

mission scenario similar to the MH370 airplane search mission [43]. The simulation

results considering mission objectives and constraints such as the priority area, obsta-

cles, and currents are presented. The presented method is evaluated through Monte
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Carlo simulation using different number of working robots where the mission cost and

success rate is compared.

In Section 3.2, the proposed method is implemented and tested in the simulation

of a search and rescue mission in Yosemite National Park using Unmanned Aerial

Vehicles (UAVs) and charging stations [44]. The simulation results and the Monte

Carlo evaluation in MATLAB are discussed.

In Section 3.3, an oil spill detection mission planning problem with similar mission

area to 1969 Santa Barbara oil spill accident is simulated with Autonomous Under-

water Vehicles (AUVs) and Autonomous Surface Vehicles (ASVs) [45]. The mission

scenarios in different scales using different robots are simulated using the developed

method to illustrate its scalability. A numerical study evaluates the proposed method.

3.1 MH370 Search and Rescue Mission

In this section, the results of mission planning using the mission specifications (mission

area, number of working robots and their battery capacities) are presented including

the energy efficient trajectories for working robots and the placement of charging

stations that minimize the energy and mission time under the mission constraints.

To compare the performance of the presented method with alternate approaches, the
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results of a greedy algorithm are also presented. The capability of the presented

approach and architecture is used as a basis for analyzing the trade-off between the

area of coverage, number of working robots, and the number of charging stations

needed to support the mission. The lower and upper bound number of charging

stations are obtained and an example trade-off study is presented for the example

scenario.

A bounded mission area is considered with 20×23 km dimensions which is comparable

to the map of the search area that the Bluefin-21 submarine operated as a working

robot [40]. The goal is to search every kilometer square of an unstructured mission

area of 208 km2 using multiple working robots that can travel at the speed of 1

km/h and have a battery life of 22 hr with a capacity of 14.85 kWh. Working robots

should be charged before reaching the critical battery level. In this map, illustrated in

Fig. 3.1, environmental constraints are considered in the form of a high priority area

(yellow area), two obstacle regions indicated by green areas, and the time-invariant

and uniformly distributed current with the speed of 0.2 km/h. The mission area has

208 points, the unit distance (the distance between two closest mission points) is 1

km. Where applicable, weights from Eqn. 2.1 are picked as {2,8,5,1} and held fixed

for generating results and evaluation.

We consider a case where three working robots are deployed to cover the 208 km2

mission area illustrated in Fig. 3.1. During the mission, the working robots have to
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Figure 3.1: The mission area is discretized into mission points with the pri-
ority area (yellow), obstacle area (green), and time-invariant and uniformly
distributed current (arrow).

reach the charging stations before their batteries are depleted. The charging time of

the battery is not considered. There is no limit for the number of working robots that

can be charged at one charging station at the same time. The results are first pre-

sented for a greedy algorithm compared to our algorithm to meet mission objectives

and cover the mission area (Fig. 3.2 and 3.3), then more constraints are introduced

to the simulation and their effects are demonstrated in Fig. 3.4. The GA results

presented in this section are the results with the lowest cost out of 100 runs.

Working robot trajectories and charging station placement optimized by the pro-

posed greedy algorithm is illustrated in Fig. 3.2 for the defined mission area without

environmental constraints. The trajectories of the working robots are depicted by
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different colored lines and the charging stations are represented by black squares.

The travel distance for three working robots is 235.7 km in total and the mission

completion time is 83.3 hr. Following the trajectories, the three working robots visit

charging stations and get recharged eleven times.
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Figure 3.2: The greedy algorithm computes the trajectories of three work-
ing robots and the placement of four charging stations.

To compare with the greedy algorithm result, Fig. 3.3 shows the resulting planned

trajectories of working robots and the placement of charging stations from the pro-

posed mission planning method. The total travel distance of all working robots is

220.3 km, and the mission time is 78.2 hr. The working robots get recharged nine

times in total. Compared to the greedy algorithm, using our method the total travel
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distance and mission time is improved by 6.5% and 6.1% respectively. The greedy al-

gorithm considering the environmental constraints is not studied, due to the difficulty

of implementing all the constraints to a two-step optimization method. Specifically,

the nearest neighbor algorithm is not effective in finding the trajectories of working

robots with two objectives (minimizing the energy cost while visiting the high priority

area early).
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Figure 3.3: The proposed algorithm computes trajectories of three working
robots and the placement of four charging stations.

The trajectories of three working robots covering the mission area in presence of

environmental constraints using GA is illustrated in Fig. 3.4. The result shows

that more charging stations (5 stations compared to 4 stations in previous case) are

required when all constraints are considered including priority area, obstacle area, and
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time-invariant and uniformly distributed current. The total distance traveled is 219.1

km with a mission completion time of 83.5 hr. With nine times of charging, three

working robots spend 152.8 kWh in total. The relationship between the distance

traveled by each robot and their energy expenditure is shown in Fig. 3.5. This

plot shows the energy expenditure of each working robot on each battery life. The

charging schedule and plan for visiting charging stations is decided by the algorithm,

considering battery limitation and overall performance of robots. The figure also

shows the effect of the current on the energy expenditure of working robots. The

energy cost would have decreased linearly with the distance without the current effect.

In these simulations, all the working robots have the same specifications (speed and

battery life). However, the architecture is general and heterogeneous robots with a

variety of specifications can be simulated using the same method.

We evaluate the presented approach and the effect of the number of agents on the

results of planning using Monte Carlo simulation. The problem is solved 100 times

for three charging stations and different number of working robots. Fig. 3.6 presents

the average value and standard deviation of mission time, number of charging, travel

distance, and percentage of feasible results (success rate) for three, five, seven, and

nine working robots in Monte Carlo simulation.

The outcome of Monte Carlo simulation shows that the mission time decreases as

the number of robots increases (Fig. 3.6(a)). This decrease is due to splitting the
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Figure 3.4: The proposed algorithm computes the trajectories of three
working robots and the placement of five charging stations considering the
environmental constraints. The order of each trajectory is numbered.
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Figure 3.5: Relationship between distance traveled by each robot and en-
ergy spent on traveling.
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Figure 3.6: Monte Carlo simulation for finishing the mission using different
number of working robots with three charging stations.

mission area between different robots. More robots can cover more mission points

simultaneously and save time. The mean values of mission time for three, five, seven,

and nine robots scenarios are 92.9, 56.8, 41.4, and 34.8 hr with the standard deviation

of 6, 2.8, 2.3, and 2.6 hr.

Fig. 3.6(b) shows a decrease in number of charging required as the number of robots

increases, because more energy is available to larger teams at the start of the mission.

However, the nine robots scenario falls out of this pattern and has higher number of

total charging compared to seven robots scenario. In nine robots case, each robot

still needs to recharge once, however the robots have more unused energy left at the
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end of mission, making the scenario less efficient from the number of charging point-

of-view. This observation emphasizes on the importance of a planning approach that

considers all aspects of the mission as a whole. In these simulations, each robot needs

3.5, 1.98, 1.04, and 1 battery charge on average respectively for three, five, seven, and

nine robots. The total number of needed battery charge is obtained by multiplying

those number by the number of robots, which results in 10.5, 9.9, 7.28, and 9 times

with the standard deviation of 0.8, 0.3, 0.5 and 0 times.

Fig. 3.6(c) presents the total travel distance of working robots. The mean values

of travel distance for three, five, seven, nine robots scenarios are 251.7, 246.2, 233.9,

and 243.5 km with the standard deviation of 7.7, 6.3, 4.9, and 6.9 km. The travel

distance depends on the size of the mission area and the recharging process which

requires traveling to and from charging stations. The variation in the total travel

distance reflects the pattern in Fig. 3.6(b).

Optimization solutions that do not exceed energy capacity (battery life) of working

robots and maximum number of available charging stations are feasible results. Fig.

3.6(d) shows that when the resources are limited (three working robots and three

charging stations), feasible solutions are rarely found. The success rate increased

to 70% when we optimized the same mission for three working robots and seven

charging stations instead of three. The success rate is closely dependent on the

placement charging stations and charging schedule that has to be optimized. For
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three, five, seven, and nine robots, the success rate are 11%, 15%, 90%, and 69%.

The higher number of threshold positions in chromosome (Fig. 3.6(b)) results in a

more complicated problem that reduces the success of optimization solutions.

To evaluate the impact of priority area consideration in the mission planning algo-

rithm, we performed a numerical study. We compared a case where 21 mission points

are marked as the high priority area with a probability of three times higher than

the probability of the rest of the mission points (indicated by yellow area in Fig.

3.1) with the case of uniform distribution. In the first case when we are applying the

higher probability value, the average time that all the high priority mission points are

visited by a working robot is 34.9 hr with a standard deviation of 12.0 hr. Otherwise,

the average time for the same points is 51.5 hr with a standard deviation of 22.7 hr.

The results demonstrate the algorithm can address the objective of earlier coverage

of high-priority areas.

Next, we demonstrate that the developed architecture will enable the user to a) study

the impact of parameter changes, and b) develop a mission plan that ensures the

robustness of robotic performance to accomplish area coverage missions limited by

power and environmental constraints. The parameters include the number of charging

stations (C) and working robots (W ). Mission accomplishment is evaluated by the

mission completion time, the total energy cost, and number of charging. The values

of W and C can be given by users based on the available resources.
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Table 3.1
Trade-off analysis for 3 working robots based on number of charging

stations.

C
Time Energy Number of

Scenario
(hr) (kWh) charging

1 invalid invalid invalid
2 invalid invalid invalid
3 85.6 167.9 9 min stations
4 84.9 162 9
5 83.5 152.8 9 min energy

2 4 6 8 10 12 14 16 18 20 22
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Figure 3.7: The genetic algorithm computes the trajectories of three work-
ing robots and the placement of least number of charging stations (three)
considering the environmental constraints.

Table 3.1 presents the energy efficient mission planning results for three working

robots (W = 3) and different numbers of charging stations. The table shows at least

three charging stations are required to finish the mission. Having more than five

stations will only reduce the mission time and energy slightly. Fig. 3.7 shows the
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optimized trajectories with the least number of static chargers (C = 3). The mission

completion time for this case is 85.6 hr during which the robots spent 167.9 kWh of

energy on exploring. The total travel distance is 240.4 km with nine times of charging

for three working robots. Figs. 3.4 and 3.7 illustrate the trajectories of three working

robots and the placement of 5 and 3 charging stations based on the two mission

objectives (least energy and least number of charging stations) considered here.

Table 3.2
Trade-off analysis results using 1, 3, and 5 working robots in minimum

stations and minimized energy scenarios.

W C
Time Energy Number of

Scenario
(hr) (kWh) charging

1
4 254.1 171.5 11 min stations
6 241 162.7 11 min energy

3
3 85.6 167.9 9 min stations
5 83.5 152.8 9 min energy

5
3 51.4 164 10 min stations
5 55.3 160.5 9 min energy

Table 3.2 presents an example of the trade-off analysis capability of the proposed

approach. For each number of working robots (W ), we find the minimum number of

charging stations required to accomplish the mission objectives without violating the

constraints. More charging stations are then added to conduct a cost-performance

analysis and study the effect on improving the mission completion time and the energy

spent.

The computational time is related to the population size of the GA. For example,

we need to increase the population size to solve the problem that has more than
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2000 mission points [40], and the computational time is increased from about 3 min

to 2.5 hr each run. The computational time for the greedy algorithm is less than

one second. The optimization is implemented in MATLAB on a desktop computer

running a 64-bit Windows 10 Home operating system with a 3.20 GHz AMD A8-5500

APU processor and 10GB of RAM.

3.2 Yosemite National Park Search Mission

In a 2.5×2.5 km2 area of the Yosemite National Park (Figure 3.8), four UAVs work

collaboratively to take images and help the search and rescue of lost people. Having

the information of the last location of the lost people, there is a certain area defined

as high priority area.

The proposed method enables UAVs to search the priority area as early as possible

while keeping the search time for the whole target area short. It is assumed that

UAVs can fly at the speed of 36 km/h for 0.5 hour on a single battery charge. They

need to land on one of the charging stations to be recharged before their batteries are

completely depleted. The charging pads can be placed at assigned locations before the

start of the mission. After each landing, there is a 5 min process before the UAV can

take off and continue the mission. This example mission area contains tough terrain

where placing the charging pads is not possible. Tough terrain areas are considered
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Figure 3.8: The map of real mission area used in the simulation. Area by
the creek is considered as high priority area. Tall mountain area is considered
as obstacle area for placing charging stations.

as obstacles for the stations in the simulation.

The UAVs will maintain a 25 m height while following the optimized trajectories. The

mounted cameras with a 90◦ Field of View (FOV) take pictures of a range of 50×50

m2 areas. According to the camera range, the mission area uses a grid representation

with a two-level resolution. The first level has 100 grids with the resolution of 250

m. Each grid in the first level has 25 smaller grids with the finer resolution of 50 m

on second level.

The proposed method is applied to solve the planning problem of the search and

rescue mission. The best result of GA out of 100 runs with the shortest mission time

is presented. Then a numerical study is performed to evaluate the method. The

weight vector for the GA cost function in Equation 2.1 is {1, 1, 3, 4}.
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The optimized trajectories for the four UAVs are shown with different colored lines in

Figure 3.9. The locations of charging stations are marked as black triangles that are

only allowed to be placed outside of the tough terrain area, which is marked as yellow.

The priority area where the UAVs will try to cover earlier than later is demonstrated

as bright red region.

Figure 3.9: Level 1 trajectories for four UAVs with high priority area and
obstacle area for charging stations. The resolution is 250 m.

The chosen trajectory pattern for each cell in level 2 is shown in Figure 3.10. This

trajectory is one of the shortest trajectories that starts and ends at the same point.

Therefore, the travel distance of this pattern in each cell is constant and equivalent

to 1.27 km for a UAV following the trajectory pattern. Integrating the trajectory

pattern in Figure 3.10 to the trajectories in Figure 3.9, the combined trajectories for

the mission is shown in Figure 3.11. Starting from the start point at the same time,
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the total travel distance for four UAVs is 158.74 km. The 20 priority cells are covered

in 0.56 hours in average and the whole mission is completed in 1.36 hours.

Figure 3.10: Level 2 trajectory pattern for UAVs. The resolution is 50 m.

Figure 3.11: Trajectories for four UAVs combining level 1 trajectories
(Figure3.10) and level 2 trajectory pattern (Figure3.9) at a resolution of 50
m.

Out of 100 results, the average total distance is 161.35 km with a standard deviation

of 1.42 km. The average time to complete the mission is 1.39 hours with a standard
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deviation of 0.02 hours. Among the 100 level 1 cells, the average time for covering 20

priority cells is 0.39 hours with a standard deviation of 0.24 hours.

To evaluate the performance of the algorithm and study the impact of priority area

and obstacle area for stations, the GA simulation is run without considering those

constraints for another 100 times. The results show that the average mission time

remains at 1.39 hours with a standard deviation of 0.02 hours. The total distance

traveled for UAVs is 161.91 km with a standard deviation of 5.58 km. The priority

area is covered on average of 0.66 hours with a standard deviation of 0.17 hours.

Figure 3.12 shows the comparison of the distribution of the visiting time of each cell

in level 1, and the comparison of stations distribution by statistically analyzing two

groups of 100 GA results.

It is observed that the mission map constraints (priority area and obstacles for charg-

ing stations) are successfully considered in planning the overall UAVs trajectories

and placing charging stations. The proposed method is also capable of solving other

situations. For example, area coverage problem with an unstructured mission area

solved in [43]. The developed method formulates planning trajectories for multiple

working agents, placing charging stations, and scheduling chargings simultaneously

while accounting for environmental constraints. These multi-aspect considerations in

the overall planning approach is missing in the existing methods.
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Figure 3.12: High priority area is within the red box in (a) and (b). These
figures present the average visiting time distribution of each cell. Figure (a)
considers priority area while (b) does not. Obstacle area for charging stations
is within the red box in (c) and (d). These figures present the frequency of
charging stations placement in each cell. Figure (c) considers the obstacle
area for placing charging stations while (d) does not.

3.3 Oil Spill Detection Mission

The proposed method is applied to a sample scenario similar to the 1969 Santa Bar-

bara oil spill accident (Fig. 3.13). The mission requires efficient survey of the area

and collection of water samples for oil spill detection using multiple marine robots,
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supported by charging stations. To illustrate the scalability of our approach, we show

the implementations of two mission scenarios on different scales (Fig. 3.14). The

mission configuration is presented in Table 3.3. We first deploy a team of ASVs to

survey a large area to get an overview of the mission. Then a team of AUVs are

deployed to the most suspicious area for in depth detection. Charging stations are

placed to respond to the extended battery life and facilitate periodical inspections.

The results presented in this section are the best results selected from 100 run of

the GA algorithm. The weight vector for the GA cost function in Equation 2.1 is

{ω, 1, 1, 0}. The weight for priority area coverage is 0 since, this factor is not included

in these mission scenarios. ω will change with different number of robots deployed

and, its value for each scenarios is presented in Table 3.4.

Figure 3.13: Area of the oil spill accident near Santa Barbara in 1969
shown on Google map.

Multiple ASVs are deployed to survey a large area of 3100 km2. This area is discretized

into 124 cells. The ASVs need to visit every 25 km2 of the mission area to collect
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Figure 3.14: Mission areas near Santa Barbara indicated on Google map.
Mission area for ASVs is inside the green box, and the mission area for AUVs
is inside the black box. The yellow box indicates the obstacle areas.

Table 3.3
AUV and ASV configurations used in simulation

Area
km2

Resolution
km2

Speed
km/h

Battery life
hour

AUV 169 1 3 10
ASV 3100 25 16 10

samples. Each ASV can operate at speed of 16 km/h for 10 hr. The battery charging

time for ASVs is 10 hr. The results are presented in Fig. 3.15. For a bounded mission

area (green line), we simulated the same coverage mission multiple times with different

number ASVs. The mission area is an unstructured area with obstacles (yellow). To

consider obstacles, a penalty is added to trajectories going across the obstacle area, so

that the GA will eliminate those solutions from evolution. After deployment from the

starting point (green circle), ASVs follow the optimized trajectories represented by

colorful lines and go to the assigned charging station before depletion of their batteries.

The locations of charging stations indicated by black triangles are also optimized. The

total travel distance using one, two, and three ASVs with one charging station are
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676 km, 679 km, and 668 km. The mission time for one, two, and three ASVs are 82

hr, 41 hr, and 24 hr respectively. The total number of charging attempts for one and

two ASVs is 4 times, and is reduced to 3 times when using three ASVs.

The results show that increasing the number of ASVs has significant impact on the

mission completion time but not on the travel distance. For example, the mission

completion time is reduced to one day (24 hr) by using three ASVs in this scenario.

Using the proposed method, a user can balance the required resources based on the

mission specification and the desired performance.

After the large-scale survey mission using ASVs, multiple AUVs are deployed for a

targeted area coverage mission. Considering an oil detection area of 13 by 13 km2, the

mission is simulated on 169 cells. Each cell has a length of 1 km, chosen based on the

sensor range. AUVs have a speed of 3 km/h and a 10 hr battery life. It is assumed

that AUV docking into the charging station and recharging the battery takes 10 hr.

The simulation results for this scenario are presented in Fig. 3.16, 3.17, and 3.18

for different number of AUVs. The optimized trajectories of AUVs are illustrated

by colorful lines and location of charging station by black triangle. The total travel

distance using one, three, and five AUVs with one charging station are 204 km, 200

km, and 199 km. The mission time for one, three, and five AUVs are 148 hr, 53 hr, and

35 hr respectively. The total number of charging attempts for one and three AUVs is

6 times, and for five AUVs is 5 times. We also simulated the mission with three AUVs
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Figure 3.15: Simulation results of oil spill detection mission of 3100 km2

area using one, two, and three ASVs and one charging station. Yellow areas
are considered as obstacle areas. Green line is the boundary of mission area.
Trajectories of ASVs are represented by colorful lines. Black triangle is the
location of charging station.
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Figure 3.16: Simulation results of oil spill detection mission of 169 km2

area using one AUV and one charging station. Black line is the boundary of
mission area. Trajectories of AUVs are represented by colorful lines. Black
triangle is the location of charging station.

and two charging stations. The result shows slight improvement on travel distance

and mission time compared to using three AUVs and one charging station. Therefore

for this scenario use of two charging stations is not justified considering the high

cost of acquiring a charging station compared to an AUV. However, using multiple

charging stations might be useful in other scenarios to meet mission specifications

and respond to energy needs.

We performed a numerical study using Monte Carlo simulation by running the GA

with the same configuration for each of the mission scenarios 100 times. The aver-

age value of total travel distance, mission time, number of charging attempts, and

success rate are the evaluation criteria. Success rate is defined as finding a feasible

solution with given number of charging stations. The results show it is harder to
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Figure 3.17: Simulation results of oil spill detection mission of 169 km2

area using three AUVs and one charging station.

Figure 3.18: Simulation results of oil spill detection mission of 169 km2

area using five AUVs and one charging station.

find feasible solutions with more charging attempts. In underwater applications, less

charging attempts also lead to less failure due to the low reliability of underwater

docking systems. The best results and mean values from Monte Carlo simulation are
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Table 3.4
Best results of 100 run and average value of numerical study.

Number
of
robot

Number
of
station

weight
ω

Travel
distance
(km)

Mission
time
(hour)

Number
of
charging

Success
rate

Min Mean Min Mean

AUV
1 1 0.2 204 211 148 150 6 0.33
3 1 0.2 200 210 53 55 6 0.38
5 1 0.2 199 212 35 36 5 0.59

ASV
1 1 0.25 676 704 82 84 4 0.6
2 1 0.25 679 703 41 43 4 0.61
3 1 0.3 668 686 24 25 3 0.99

summarized in Table 3.4.

In this section, we implemented our method to specific mission scenarios to show its

capabilities and test its performance. The simulation results demonstrate that the

survey time for oil spill detection missions can be adjusted with deploying different

number of marine robots. The results demonstrated that oil spill detection missions

with two areas of 3100 km2 and 169 km2 can be completed within a week by deploying

multiple marine robots with multiple charging if proper planning is performed.
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Chapter 4

Multi-Robot Mission Planning

with Mobile Energy Replenishment

To overcome energy limitations, existing solutions aim to automate the recharg-

ing process and increase robotic network performance via static charging stations

[46, 47, 48]. This type of autonomous energy replenishment is appropriate for mis-

sions that have finite mission areas, such as surveillance and monitoring missions.

However, the charging stations are still static in nature. This limits the total opera-

tional area of the vehicles by requiring them to expend energy on a return voyage to

charge. Moreover, static charging stations are expensive to deploy and recover, lim-

iting scalability for larger networks. In this chapter, we solve the long-term mission

planning problem with the help of mobile charging stations. Figure 4.1 illustrates a
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sample scenario where three Unmanned Ground Vehicles (UGVs) support four Un-

manned Aerial Vehicles (UAVs) in mapping applications.

Figure 4.1: Illustration of the scenario showing four quadcopters (working
robots) are deployed for a long-term mission with the support of three ground
robots (mobile charging stations).

In Section 4.1, a rendezvous path planning method for mobile charging stations with

pre-defined working robot trajectories is developed. The proposed method provides

energy efficient rendezvous planning considering dynamic environmental disturbances

and obstacles.

In Section 4.2, a mission planning method is proposed for both working robots and

mobile charging stations under uncertain conditions. The method simultaneously gen-

erates trajectories of working robots and mobile charging stations with the capability

of re-planning to account for the delay or failure of working robots.
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4.1 Rendezvous Planning in Dynamic Environ-

ment

This section provides a rendezvous planning method which enables a team of working

robots to finish a long-term mission with the support of a team of mobile charging

stations. The scheduling and planning problem for mobile charging stations is solved

by a graph transformation method considering dynamic currents.

4.1.1 Related Work

Rendezvous planning for recharging has been extensively studied in air to ground

recharging scenarios [11, 33, 49]. Ground vehicles are usually used as energy carry-

ing agents to rendezvous with and charge aerial vehicles periodically for long-term

operation. Paths of aerial and ground vehicles are found with heuristic [33] and op-

timal [49] methods. Multiple ground robots rendezvous planning for recharging with

pre-defined UAV trajectories are also solved with both heuristic and optimal methods

[11]. However, none of these methods can account for environmental constraints (such

as currents and obstacles) to be applicable to a variety of scenarios.
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The planning and scheduling of robots require a precise understanding of the environ-

ment. This becomes more significant for underwater applications. The main forces

to consider in the underwater domain are local currents which can affect a vehicle’s

heading or cause drift. The performance and path planning of AUVs under complex

current conditions are studied extensively [50, 51, 52]. These methods fail to take

energy limitation into account. Path planning for AUV rendezvous has also been

developed while considering energy limitations and being aware of the dynamic cur-

rents and obstacles [53, 54]. However, neither methods are scalable for missions that

have a large operational area or require quick completion because they only consider

a single rendezvous.

Prior work on scheduling and planning persistent missions [11] is extended to under-

water scenarios in this work by including real-world constraints for more practical

mission planning. In [11], the path lengths of a team of mobile charging robots are

optimized to rendezvous with the working robots and provide power on site. During

rendezvous, the two vehicles will be close to each other for relative localization, al-

lowing docking maneuver and energy transfer. The problem of finding a sequence of

rendezvous locations is formulated and solved using an integer linear programming

method and a graph transformation to a Traveling Salesman Problem. The approach

of using a modified Noon-Bean transformation that can solve the Multiple General-

ized Traveling Salesman Problem (MGTSP) for path planning of multiple charging

robots is also developed. The results show that the transformation method provides
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acceptable solutions for aerial and ground vehicle rendezvous planning with significant

runtime savings.

Still missing, though, is a planning architecture that combines the promise of mobile

charging stations with energy efficient collaborative robotic missions in presence of

modeled dynamic disturbances and obstacles. The focus of this work is on addressing

this shortcoming through integrating energy calculation of mobile chargers operating

in a dynamic environment into the rendezvous planning method. A graph transfor-

mation method is proposed to minimize the energy cost of multiple mobile chargers

for meeting working robots with pre-defined trajectories under the effect of dynamic

disturbances. The problem is first formulated into a Multiple Generalized Traveling

Salesman Problem (MGTSP), and then transformed to a Traveling Salesman Problem

(TSP), which is solved using a Lin–Kernighan heuristic (LKH) solver.

4.1.2 Problem Statement

In this section, we define the problem of finding the energy efficient paths and recharge

scheduling for a team of mobile chargers to rendezvous and charge a team of primary

working robots. We make the following assumptions:

† The location of obstacles and a model of the dynamic currents in the environ-

ment are pre-known.
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† The number of working robots and mobile chargers are chosen by the user.

† The working robots follow pre-defined trajectories during the mission and have

the same configurations.

† All mobile chargers are homogeneous (same maximum speed and charge rate)

with unlimited energy.

† The recharging process takes a fixed period of time for each rendezvous and

is only allowed after the the battery level of an working robot drops below a

threshold level.

Given a two-dimensional mission area where a team ofW working robots are deployed,

C mobile chargers need to rendezvous with and recharge the working robots within

the charging window. The charging window is defined as the part of trajectories that

the vehicles traverse with battery levels below the threshold value. The charging

windows are then discretized into charging points pi(t), i ∈ {1, . . . ,W}, t ∈ R+. The

mission area including obstacles and currents is also discretized into uniform cells,

based on the fidelity of currents models. Mobile chargers need to rendezvous with

working robots and charge them for a period of time ∆t during visiting one point in

each charging windows.

A directed graph G(V,A,R(x, y, t),B(x, y)) is constructed, where V is the set of ver-

tices, A is the set of edges, R(x, y, t) is the model of currents, and B(x, y) represents
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the obstacle area, where x, y ∈ R are the coordinate of the cell and t ∈ R+ is the

time. Vertices set V contains disjoint subsets V1, . . . , Vl, l ∈ R+. Each subset contains

charging points in each charging window. Edges between two vertices are established

with a direction from the first vertex to the second one. Edge costs associated with

the edges are the energy costs of mobile chargers traveling from one vertex to the

other, based on obstacle B(x, y)) and currents R(x, y, t) models.

We define the multiple working robot rendezvous planning problem as finding a set of

paths {P1, . . . , PC} of mobile chargers on graph G(V,A,R(x, y, t),B(x, y)) collectively

visiting all vertex subsets V1, . . . , Vl (charging windows) once with minimum energy

cost. The example of using two mobile chargers to support two AUVs is illustrated

in Figure 4.2. It should be noted that the charging windows on a trajectory of an

AUV are not pre-defined for the duration of the mission, but depends on the last

rendezvous time and relies on the planned schedule.

4.1.3 Rendezvous and Recharging Planning Approach

To solve the proposed multiple working robot rendezvous planning problem with en-

vironmental constraints, which can be formulated as a Multiple Generalized Traveling

Salesman Problem (MGTSP), we use a modified Noon-Bean transformation to covert

MGTSP into a standard TSP. This method is described in details in [11].
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Figure 4.2: Problem illustration of finding paths and scheduling rendezvous
for two underwater mobile charging stations to meet two AUVs twice, which
follow the pre-defined trajectories of a surveillance mission under the effect
of dynamic currents.

The MGTSP on graph G(V,A,R(x, y, t),B(x, y) is shown in Figure 4.3. V0 is the

vertex subset with initial positions of two mobile chargers v1
0 and v2

0. The goal is

finding a set of paths starting from V0 collectively visiting V1, V2, and V3 exactly once

with the lowest cost. A new graph G′(V ′, A′,R(x, y, t),B(x, y) is used to represent the

transformed TSP (Figure 4.4). V ′ has the same vertices as V in addition to vertices

v′30 and v′40 indicating the finish vertices. Zero-cost edges from vertices in V ′1, V
′
2,

and V ′3 ending at v′30 and v′40 are added to the graph (dashed lines between subsets).

The addition of v′30 and v′40 and their zero-cost edges allow constructing a large TSP

path from multiple smaller paths that are concatenated together. In this example,

two separate paths construct the total TSP path, one ending at v′30 and the other

at v′40. The zero-cost edges are added within V ′0 to construct a directed cycle with
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vertices ordered alternating between start and end vertices (e.g. {v′10, v′
3
0, v
′2
0, v
′4
0}).

Vertices in V ′1, V
′
2, and V ′3 are connected together using zero-cost edges to form

a directed single cycle. In V ′1, V
′
2, and V ′3, the inter-set edges for each vertex are

moved to the previous one in those cycles. For example, moved edges in Figure 4.3

and Figure 4.4 are indicated by the same color. Finally, except for edges ending at v′30

and v′40, penalty is added to all the edges between each subsets’ vertices (bold edges

in the figure) to encourage the path to go through the subset cycles before moving to

another subset.

A Lin–Kernighan heuristic (LKH) solver is implemented to find a heuristic solution

to the converted TSP problem on graph G′(V ′, A′,R(x, y, t),B(x, y). LKH is a well-

known heuristic solvers for TSP [55]. A feasible path can be found by a nearest-

neighbor algorithm at the beginning. Then, LKH exchanges sub-paths by iterations.

In each iteration, a sub-path visiting a chosen number of points will be replaced by

a new sub-path with the same number of points visited. To improve the efficiency,

the new sub-path needs to meet some criterion such as feasible and sequential check.

LKH keeps finding shorter total paths until no improvement made by exchanging sub-

paths. When the LKH solver stops, the output of the TSP solver is then translated

to solution of the proposed problem.

To realize long-term autonomy, we provide our method to calculate the edge costs

for A′ considering environmental constraints. In the following subsections, we use a
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Figure 4.3: Modified Noon-Bean Transformation illustration using a sce-
nario with three working robots and two mobile chargers. This figure shows
the proposed MGTSP problem.

Figure 4.4: Transformed problem from Figure 4.3 using modified Noon-
Bean Transformation. Dashed lines indicate created zero-cost edges. Moved
edges are indicated by the same color. For clarity of the presentation, not
all edges are shown in the figures.
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grid-based energy cost evaluation to account for the effect of dynamic currents and

obstacles (Section 4.1.3.1). A method to solve the multi-cycle recharging problem is

also developed (Section 4.1.3.2).

4.1.3.1 Environmental Constraints Integration

For every edge in A′, we find N cells along the edge to estimate the time required

to travel through N cells by adding up the time for traveling through each cell, if

none of them is an obstacle cell (B(x, y)), otherwise a large value is assigned to the

energy cost as a penalty. We find the estimated travel energy Em,n for a mobile

charger travels between two charging points pi(tm) and pj(tn) (where i, j ∈ W and

m,n ∈ R+) as shown in the Figure 4.5, where tm and tn are the time that working

robots i and j arrive at those charging points.

Figure 4.5: Illustration of calculating the edge cost of an edge between two
vertices (charging points) and detecting obstacles.

For cell k ∈ 1, . . . , N , we apply current model at the time of a mobile charger visiting
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this cell, based on the mobile charger’s speed. We calculate the global speed ~vk of a

mobile charger under the currents by calculating the water referenced velocity vector

~Sc and the current vector ~vk = ~Sc + ~Rk, where ~Rk = R(x, y, tk), and tk is the time

spent visiting cell k. The velocity of a mobile charger under the current effect (‖~vk‖)

at time tk can be calculated as

‖~vk‖ = cosα1‖~Sc‖+ cosα2‖~Rk‖, (4.1)

α1 = arcsin(sinα2‖~Rk‖/‖~Sc‖), (4.2)

where α1 is the angle between the desired travel direction ~vk and the mobile charger’s

heading, and α2 is the angle between the desired travel direction and the current’s

direction ~Rk as illustrated in Figure 4.6.

Figure 4.6: The current changes direction of the travel of a mobile charger.
α1 is the angle between the desired travel direction and the mobile charger’s
heading, and α2 is the angle between the desired travel direction and the
current.

The energy cost for this cell ek, k ∈ 1, . . . , N is linear with the travel time of the
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mobile charger,

ek =
c ||pi(tm)− pj(tn)| |

N‖~vk‖
, (4.3)

where c is a constant specifying the relation between operation time and consumed

energy. The total energy cost for a mobile charger spent on traveling through the

edge is Em,n =
∑N

k=1 ek.

An edge is feasible if the mobile charger has enough time to travel from pi(tm) to pj(tn)

with the maximum velocity ‖~Sc‖ considering the charging period ∆t. A feasible edge

meets the constraint

Em,n/c ≤ tn − tm −∆t, (4.4)

otherwise, a large penalty will be added to the edge cost.

In addition to energy expenditure for traveling from one point to another, a mobile

charging station also needs to spend energy to hold its position in currents while

awaiting the working robot. After arriving at the designated rendezvous location, a

mobile charging station needs to operate to the opposite direction of currents period-

ically to compensate the effect of currents. We call this station keeping energy, which

is calculated as

Fm,n =
tn∑

τ=tm+∆t+Em,n/c

‖~Rτ/~Sc‖. (4.5)

Finally, we find the estimated energy cost Um,n for this edge by adding up all energy
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cost

Um,n = Em,n + Fm,n.

With all the energy costs calculated for every edges, the LKH can be applied to

the converted TSP in G′(V ′, A′,R(x, y, t),B(x, y)) to find the paths with the lowest

energy cost.

4.1.3.2 Multi-cycle Recharging Scheduling

When the pre-defined trajectories for working robots require more than one recharge

cycle, the upcoming charging windows depend on the the previous rendezvous time.

In this section, we propose an iterative method to solve the multi-cycle recharging

problem. The multi-cycle recharging problem can be solved by switching between a

planning process and re-scheduling process multiple times. In the planning process,

we solve the rendezvous planning problem with estimated charging windows. In the

re-scheduling process, we re-define the charging windows based on optimized paths.

In the first iteration, we schedule all the charging windows of working robots required

for the large-scale problem assuming every rendezvous happen in the middle of the

charging windows. In the planning process, the rendezvous planning method in Sec-

tion 4.1.3.1 is applied to find the paths and scheduling of mobile chargers visiting

those charging windows. The result will be used in the scheduling process.
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In the scheduling process, we find the real charging windows based on the rendezvous

time, and verify them by checking if all the rendezvous are within the real charging

windows. For each working robot, the rendezvous time are checked from the first

one to the last one. Once a rendezvous is found out of the real charging window,

we modify the estimated charging window and re-schedule the following estimated

charging windows accordingly. The iterations will repeat until all the rendezvous are

properly planned and scheduled for all working robots.

4.2 Mission Planning under Uncertainty

The overall robotic system can further improve its performance with the flexibility

of optimizing working robot trajectories. This work shows the benefit of optimizing

trajectories of working robots and mobile chargers simultaneously.

Unforeseen disturbances during a mission usually have negative impacts on the robot

operations. This limitation becomes more critical in applications where robots have

limited communication, such as underwater missions using AUVs. A mission planner

that optimizes the overall robotic network and recharging system with the capability

to re-plan during a mission is key to solving long-term mission planning problems

including mission uncertainty.
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4.2.1 Related Work

As explained in Section 2.1, long-term missions such as mapping, inspection, and

monitoring missions can be considered as a Coverage Path Planning (CPP) problem.

Traditional methods for CCP [18, 20, 22, 56] can optimize path length of working

robots. Although mission efficiency is improved, these methods fail to consider any

energy limitations of robots, which limits their applications. Taking energy limita-

tions as constraints, several methods manage to plan mission scenarios efficiently in

a limited area [57, 58, 59]. However, without overcoming the energy limitation, these

methods are not scalable and implementable to a wide range of long-term missions.

To address the energy limitation of working robots, multi-robot energy cycling uti-

lizing mobile charging stations has been studied extensively [33, 49, 60, 61]. An

autonomous mobile charging station for multi-robot applications has been proposed

[61]. Paths and a charging schedule utilizing mobile chargers were found by optimal

[49] and heuristic [33, 60] algorithms. However, these methods do not account for

disturbances and uncertainty during the mission.

Previous knowledge of the environment including obstacles [15], disturbance [37, 38],

and adversary areas [14] has been successfully considered in pre-planing methods.

Taking unforeseen conditions into account can further improve long-term mission
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robustness [62]. Still missing is an approach that plans the working robot and mobile

charger trajectories simultaneously in the presence of a challenging environment.

In this section, a mission planning approach is developed for a multi-robot area cover-

age mission to be undertaken by a team of primary working robots and a collaborating

team of mobile chargers. A Genetic Algorithm (GA) based approach is introduced

with the capability of re-planning to compensate for mission uncertainty.

4.2.2 Problem Statement

Consider a mission where multiple working robots cover a large area, the problem is

to find the optimized working robot trajectories to cover the whole mission area in

the presence of the uncertainty, with the support of a team of mobile chargers. We

construct a 2D grid map to represent the mission area. The constructed map has

N uniform cells. Each cell needs to be visited by one of the working robots at least

once to complete the mission. The center of the cells are defined as mission points.

We assume that the disturbances such as currents will not remove working robots

from their assigned trajectories, but will delay or stop working robot operations.

Disturbances do not impact the mobile chargers.

The number of working robots is represented by W and the number of mobile chargers

is represented by C. The working robots can operate G hours at a speed of V .
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We assume that all working robots have the same energy capacity and maximum

velocity, and G is smaller than the actual battery capacity to consider a safety level.

Before a working robot runs out of energy, it needs to be recharged by docking into a

mobile charger. Mobile chargers have a maximum speed of Vc with unlimited energy.

Recharging procedures take a period of time ∆T for each rendezvous. Each mobile

charger can charge only one working robot at a time.

For a working robot indexed by w, its mission time Tw is the summation of the

trajectory-following time, time of waiting mobile chargers, and total charging time.

The trajectory-following time can be calculated by its total travel distance and speed

(V ). The waiting time is considered as a mobile charger reaches the designed ren-

dezvous locations later than the working robot, which can be calculated by the ren-

dezvous times, the distance between rendezvous locations and the speed limit of a

mobile charger (Vc). The total charging time is calculated by charging period (∆T )

multiplied by the number of charging processes. The mission completion time is

represented as T = max({T1 . . . TW}).

The mission planning problem can be defined as finding and updating the trajectories

of working robots and mobile chargers considering the energy limitation of working

robots, so that the total mission completion time (T ) is minimized. During the mis-

sion, the operation of a working robot can be delayed by unpredicted environmental

disturbances, which may increase the mission completion time. The mission operator
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can re-plan trajectories by running optimization again based on updated information.

4.2.3 GA Based Mission Planning Approach

Given mission specifications and available resources, the mission planning problem

is solved by a GA based method. The proposed GA uses discretized mission points,

number of working robots and mobile chargers, and robot configurations (including

starting locations, battery capacity, maximum speed, and charging period) as inputs

to find trajectories of working robots and mobile chargers. The proposed optimiza-

tion process can be repeated multiple times during a mission to compensate for errors

caused by environmental uncertainty. In each repeated optimization process the in-

puts to the GA (number of working robots, starting locations and times, uncovered

mission points) will be updated.

4.2.3.1 Pre-plan Genetic Algorithm

An illustration of GA design is presented in Figure 4.7. In the initialization pro-

cess, the initial population is randomly generated. We use a fixed length decimal

chromosome to represent N mission points as N genes. The order of the genes in

the chromosome represents the trajectories of working robots. Each chromosome is

evenly divided by the number of working robots to uniformly distribute workload to
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Figure 4.7: The steps of GA solving the mission planning problem by
finding trajectories of working robots and mobile chargers.

each working robot (Figure 4.8). The chromosome distribution does not change with

iterations of the GA.

In the evaluation process, we calculate the cost of each chromosome. The objective is

to minimize the total mission time T considering the energy limitation of the working

robots. Therefore, the cost function is designed to minimize the travel time of working
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Figure 4.8: Each chromosome represents trajectories of all working robots.

robots, and penalize the late arrival of mobile chargers. Minimizing the travel time

reduces total charging time because less travel time leads to less rendezvous.

The total travel time of working robots, as well as rendezvous locations and time

can be obtained by analyzing the chromosome. The total travel time can be used to

evaluate the mission cost, and rendezvous locations can be used to satisfy the energy

limitation constraint and find mobile charger trajectories. For each segment of a chro-

mosome that represents a working robot trajectory, we analyze the trajectory based

on the order of genes. We keep track of the remaining battery level by calculating the

travel time from one mission point to the next one. If traveling to the next mission

point requires the remaining battery level to drop below the minimum level, then the

current mission point of this working robot is marked as a rendezvous location, and

its remaining battery level is reset to G.

All rendezvous locations is assigned to mobile chargers. Since each mobile charger

can only charge one working robot at a time, it becomes unavailable for a period of

time (∆T ) after meeting with a working robot. Having all rendezvous locations and

times, each rendezvous is scheduled to the next available mobile charger. If more
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than one mobile charger is available, the closer one is assigned. The mobile charger

trajectories associated to each chromosome are obtained from this process.

A weighted sum approach converts the multi-objective optimization problem into a

single objective optimization problem to calculate the cost of each chromosome. The

cost function is expressed as

Cost = ω

W∑
w=1

Lw +
C∑
c=1

Yc (4.6)

where Lw denotes the total travel time of a working robot indexed by w, the second

term Yc penalizes the late arrival of a mobile charger indexed by c, and ω is a weight.

The weight ω is decided by the speed of the mobile chargers (Vc). For example,

the mission planner can use a smaller ω to encourage the algorithm to reduce larger

penalty caused by the mobile chargers with a lower speed limit.

We denote the number of rendezvous for mobile chargers c as nc. The penalty for

late arrival can be calculated as

Yc =
nc∑
i=1

Ki/nc,

where Ki is the late time of the ith rendezvous calculated by maximum speed of

mobile chargers Vc.The solution of mobile charger trajectories is coupled with the

trajectories of working robots. Long working robot trajectories need more meetings

78



www.manaraa.com

with mobile chargers, which results in long mobile charger trajectories. To decouple

the two sub-objectives, Yc is normalized by the number of rendezvous nc for mobile

charger c. This normalization will facilitate the GA to get out of a local optima.

Taking advantage of the even distribution of mission area, the minimization of the

total travel time of working robots will lead to the minimization of the maximum

travel time. Minimization of total travel time provides a better direction for GA

evolution, compared to minimizing the mission completion time (T ) directly. Only

the working robot with the longest mission time will change the cost, if T is the cost

of the chromosome.

After calculating the costs, all chromosomes are randomly grouped. Each group has

four chromosomes. A tournament selection is used to select the best chromosomes

from chromosome groups as parent chromosomes of the next generation. A single

parent crossover is used to prevent duplicated genes (Figure 4.9) in the crossover

process. The child chromosomes are obtained by performing two points flip, swap,

and slide to the selected parent chromosomes [1]. The crossover grows the number

of chromosomes four times, keeping the size of the population constant from one

iteration to the next.

The iterations stop when the algorithm meets the maximum number of iterations.

The chromosome representing the trajectories of working robots and mobile chargers

with the lowest cost is the output of the algorithm.
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Figure 4.9: The population reproduction uses a single parent two-point
crossover process [1]. The illustrations of the decoding of each offspring are
shown on the right.

4.2.3.2 Re-plan Genetic Algorithm

In the event that a working robot encounters a disturbance in operation, the mission

completion time may be delayed. In the worst case scenario, the mission can become

infeasible due to the failure of a working robot. To reduce the impact of disturbances,

the optimization can be conducted again to find new feasible trajectories for working

robots and mobile chargers. To re-plan, the GA updates the number of available

working robots with their current battery levels, starting locations and times of all

robots, and uncovered mission points in the initialization process. The updated in-

formation is used to change the length of chromosomes and generate new workload

distribution for working robots. The length of the chromosome is shortened to the
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number of uncovered mission points. The working robots with higher battery level

is assigned to more mission points by having more genes in the chromosome. The

re-plan GA evaluates the mission cost in the evaluation process and chooses the most

fit chromosomes to produce the next generation, the same as the pre-plan GA. The

re-plan GA has a smaller population size and number of iterations based on size of

the remaining mission area.
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Chapter 5

Mission Planning Applications

with Mobile Energy Replenishment

The developed mission planning methods utilizing mobile charging stations in Chapter

4 are implemented into two real-world underwater applications to show their capa-

bilities, especially in handling dynamic environmental constraints. Numerical studies

with robot configurations are conducted to measure the performance of methods.

In Section 5.1, multiple coverage mission scenarios in Lake Michigan are simulated

to analyze the efficiency of rendezvous planning in presence of obstacles and dynamic

currents. Also, the capability of the method in planning many consecutive charging

is investigated. The method of planning mobile charger trajectories is then compared
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to previous work through statistical analysis.

In Section 5.2, a long-term area coverage mission in Portage Lake using multiple

robots and mobile charging stations is simulated under unforeseen environmental

disturbances. Given the mission and robot specification, the designed algorithm min-

imizes the mission completion time by optimizing trajectories of working robots and

mobile charging stations. GA is also used to re-plan the mission in case of the delay

and failure of the working robots during the mission.

5.1 Lake Michigan Area Coverage Mission

In this section, the missions of mobile power delivery vehicles to extend AUVs’ oper-

ation in a dynamic underwater environment are simulated to validate the algorithms

developed in Section 4.1. The missions are performed by AUVs with the support

of ASVs as mobile chargers in a 40 km by 40 km area in Lake Michigan. Current

models built from real gathered data provide information on current direction and

magnitude in mission area during a one-week time period, with spatial resolution of

1 km and temporal resolution of 1 hour (Figure 5.1). Based on the prior knowledge,

the mission area contains obstacle areas. In this work, we assume that only ASVs

need to avoid obstacles. For example, obstacles can be buoys and crowded area with

boat traffic, which only affects surface vehicles.
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Figure 5.1: Illustration of a current model in the mission area. The di-
rections of arrows indicate the directions of currents, and the magnitudes of
the currents are represented by the heat map. The resolution of the model
is reduced for clarity, and current magnitudes are magnified 13 times in
simulation.

Four AUVs collectively following the pre-defined trajectories are simulated to perform

a coverage mission. In these simulations, AUVs have a 15 hr endurance at a speed

of 6 km/h. The charging window is configured as 0-30% battery level. The ASVs

has a speed of 4 km/h. Each rendezvous takes 1 hour. Using four AUVs, we first

present the result for a sample scenario with dynamic currents and obstacles. Next,

we apply the method for planning a scenario that requires large number of charg-

ings to accomplish the mission. Finally, the performance of the proposed method is

statistically evaluated by simulating scenarios under different current conditions. We

compare the statistical results of our proposed method that works based on energy

minimization with the results calculated for the distance minimization method that
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does not consider currents in planning [11].

Figure 5.2: Rendezvous planning for energy minimization with four AUVs
and two ASVs considering the effect of dynamic currents and obstacle areas.

Figure 5.3: Battery level of AUVs during the mission in Figure 5.2.

Figure 5.2 illustrates an example mission scenario and the planned trajectories for
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energy delivery. The AUV trajectories are pre-defined as lawn mower paths, rep-

resented by colored lines. The trajectories generated by the proposed method for

ASVs are represented by colored dashed lines. The optimized rendezvous locations

are shown as red circles. The charging windows are indicated by black lines portions

along AUV trajectories. Obstacle areas are shown as green rectangular in Figure 5.2.

Since the energy cost is linearly proportional with the operational time of ASVs, the

energy costs presented in this section are in the format of operational time. The sim-

ulation results show that the two ASVs are required to spend a total time of 54.4 hr

for traveling and station keeping, 25.2 hr and 29.2 hr respectively. The result shows

that the method successfully visited all the AUVs during their charging windows by

overcoming the obstacles and dynamic currents in the environment (Figure 5.3). The

total mission time is 49 hr to finish covering 1080 km2 area in this simulation.

In the simulated scenario presented in Figure 5.2, each AUV needs to rendezvous

with a mobile charging station for recharging three times. To demonstrate that our

method is able to plan more recharging cycles, we also perform another simulation

study with same number of AUVs and ASVs having ten rendezvous considering a

larger area coverage mission. The mission is planned without considering any currents

and obstacles. The result shows the total mission time is 160 hr to cover an area of

3600 km2. All the rendezvous are planned within the charging window, and the AUV

gets recharged at 6.8% battery level on average with a standard deviation of 9%.

87



www.manaraa.com

Table 5.1
Comparison between distance and energy minimization using slow ASVs

Mission
objective

Energy cost (hr) Mission
time
(hr)

Success
rate

Travel
Station
keeping

Distance 20.1 32.1 49 40%
Energy 19.8 27.4 49 100%

For statistical analysis, we simulate the same mission area as in Figure 5.2 with ten

different current models. The currents have a maximum magnitude of 3.6 km/h,

which makes the mission challenging for ASVs (4 km/h speed). Using the same pre-

defined trajectories for the four AUVs, we generate the paths of the two ASVs using

two approaches. One is the energy optimization method proposed in this work, and

the other one is a distance minimization considered in [11]. We compare the two

approaches by analyzing the energy cost of two ASVs under dynamic currents and

the success rate. The success rate is measured by whether or not the AUV can get

recharged during their charging windows.

The results show that compared to the distance minimization, the proposed method

can save the total energy cost of the mission by about 10% (Table 5.1). The mission

has a higher chance to succeed if the proposed energy optimization method is used.

This improvement is the result of integrating environmental conditions into planning

with energy requirement consideration.

To further evaluate our method and demonstrate the effectiveness of adapting to

different types of vehicles, another evaluation is performed using different charging
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Table 5.2
Comparison between distance and energy minimization using fast ASVs

Mission
objective

Energy cost (hr) Mission
time
(hr)

Success
rate

Travel
Station
keeping

Distance 36.3 102.5 49 100%
Energy 56.3 60 49 100%

agents specifications (Table 5.2). In this case, ASVs with higher speed of 10 km/h

are considered where the currents have less impact. Faster ASVs spend higher energy

cost by a factor of 6.25. The results show that both approaches can successfully

plan the mission. Using the proposed method, the total energy cost is reduced by

about 16% compared to distance minimization. The travel energy cost for distance

minimization is less than the proposed method, because it ignores the station keeping

energy cost.

The results presented in this section suggest that the consideration of dynamic cur-

rents and directly optimizing the energy cost can significantly improve mission ef-

ficiency and feasibility. The proposed method is scalable for multiple number of

working vehicles, ASVs, and multiple recharging cycles. It is also independent from

the characteristics of the performing vehicles.

The simulations in this section were performed in MATLAB environment on a desk-

top computer running a 64-bit Windows 10 Home operating system with a 3.20 GHz

AMD A8-5500 APU processor and 10 GB of RAM. The computational time of the

proposed algorithm is related to the consideration of currents and number of charging
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points. The computational time of energy minimization is 19.2 seconds in the sample

scenario and statistical simulations, where a total of 360 charging points are consid-

ered. Without considering currents, the computational time is 4.4 seconds for 360

charging points, and 51.2 seconds for 1200 charging points. The proposed method

is computationally efficient enough to run constantly during the mission and keep

the mission plan updated with the newest current models to further improve the

performance of the network.

5.2 Area Coverage Mission in Portage Lake with

Uncertainty

In this section, we demonstrate performance of the presented method in Section 4.2

using an underwater coverage mission scenario in a large area of Portage Lake. AUVs

are deployed as working robots with the support of ASVs as mobile charging stations

in a square mission area of 14×14 km2. During the mission, ASVs carry batteries to

the rendezvous locations, where the AUVs will dock and replace their batteries. We

apply the proposed method to minimize mission completion time. Its capability of

handling unforeseen environmental disturbances is also illustrated. The effectiveness

of the proposed method is evaluated by numerical studies.

We use 1×1 km2 uniform cells to grid the mission area. The cells need to be visited
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by one of the AUVs at least once. The AUVs deployed in the mission can travel at

the maximum speed of 3 km/h for 10 hours. Before the AUVs run out of battery,

they need to meet one of ASVs and get recharged. The ASVs have a speed limit of

2 km/h. For each rendezvous, the battery swapping process takes 2 hours. We can

easily calculate that an AUV following traditional lawn-mower trajectory needs to

travel 196 km in 77.3 hours with 6 times recharging.

In this mission, three AUVs are deployed with different battery levels (full, two thirds,

and one third of battery) to avoid running out of battery at the same time. At the

first rendezvous, they are recharged to full battery level. Two ASVs are used to

rendezvous with the next AUV that needs to recharge.

We first present trajectories of AUVs and ASVs optimized by the pre-plan GA for the

whole mission area. Environmental disturbances such as delays in trajectory-following

and complete failure are then applied to the AUVs. When the mission completion

time is significantly delayed, the re-plan GA is used for the uncovered mission area

to reduce the impact of environmental disturbances on overall mission performance.

The GA is configured as having a maximum iteration of 1200 with the population

size of 1200. The weight ω in Equation 4.6 is 0.8. The pre-plan GA is repeated 100

times with the same inputs and GA configurations. The best pre-plan GA result for

completing the coverage mission is presented in Figure 5.4. The operational time of

three AUVs in Figure 5.4 is shown by the bars in Figure 5.5.
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Figure 5.4: Pre-plan GA optimizes trajectories of three AUVs and two
ASVs to cover the whole mission area.

Figure 5.5: Operational time of each battery life for three AUVs.
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The mission area is within the black square. Three AUVs and two ASVs are de-

ployed from the asterisk point in Figure 5.4. We indicate the optimized trajectories

of AUVs with colored dashed lines. The planned rendezvous locations of mobile

chargers (ASVs) are shown as squares and circles. Numbers inside symbols represent

the order of waypoints for each ASV. The mission completion time for three AUVs is

26.6 hours with the total travel distance of 199.5 km. In this mission, the two ASVs

need to travel 39.1 km between all assigned rendezvous locations. Figure 5.5 shows

all AUVs get recharged before running out of battery (maximum 10 hours).

We measure the mean values and standard deviations of mission completion time and

travel distance of vehicles to show the reliability and efficiency of the pre-plan GA

by analyzing the 100 results. The results show 31 out of 100 results have at least

one ASV reaching the assigned rendezvous locations later than the AUV, which will

cause a delay in the overall mission. The average mission completion time for those

31 results and the rest of 69 results are 28.6 hours and 28.3 hours respectively, with

standard deviations of 1 hour and 1.1 hours. The average travel distance for those

two cases are 204.4 km and 204.1 km with standard deviations of 1.6 km and 2.3 km.

The late arrival of ASVs increases the total travel distance by 0.2% and delays the

mission by 1%. This evaluation shows that even the GA cannot completely prevent

the late arrival of ASVs, however, its impact on overall mission performance has been

minimized. The results also show the proposed pre-plan GA is reliable: 34 results are

within 5% of the best result, and 78 results are within 10% of the best result. The
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GA performance on removing late arrival penalty and the reliability of GA can be

balanced by changing weight ω.

To demonstrate the capability of integrating mission uncertainty into the proposed

algorithm, the scenarios of AUV delay and failure for the pre-plan result in Figure

5.4 are simulated. We simulate the scenario where the operation of the second AUV

(started with two thirds of battery, shown by blue lines) experiences a delay caused

by environmental disturbances. Its arrival at the first rendezvous location is delayed

from 0.1 to 2 hours and its effect is illustrated in Figure 5.6.

Figure 5.6: The relationship between the overall mission completion time
and delay time of the first rendezvous of the second AUV.

Figure 5.6 shows the overall mission time rises from 26.6 hours to 27.8 hours with a

2 hour delay before the second AUV reaches its first rendezvous location. To remedy
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the increase in mission completion time, the re-plan GA is implemented to optimize

the trajectories of all three AUVs and two ASVs with the uncovered mission area.

Because AUVs have limited communication underwater, the re-planned trajectories

can only be applied at the rendezvous locations. Therefore, by the time a re-plan is

performed, the trajectories of AUVs before meeting their next rendezvous locations

are considered as covered mission area.

The uncovered mission area has 111 mission points. All AUVs will start with full

battery from rendezvous locations with different starting times. Three AUVs will

start at 11.8, 8.5, and 14.9 hours, which results in 37, 40, and 34 of mission points

respectively. The re-plan GA will run 10 times with the rendezvous locations and

times to find new trajectories. The best result is presented in Figure 5.7. The mission

area covered by the three AUVs is indicated by colored solid lines. Waypoints traveled

by two ASVs are represented by solid squares and circles. In this case, the result shows

total mission time will be reduced to 27.6 hours if the rest of the mission is conducted

following the re-plan GA result.

We further evaluate the re-plan GA performance by simulating a scenario where the

second AUV has a complete failure at its first rendezvous location. The result of

failure scenario re-planning is presented in Figure 5.8. In this case, the second AUV

stops working and fails to follow the rest of its assigned trajectory. We implement

the re-plan GA to this scenario with two AUVs and two ASVs to cover the rest of
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Figure 5.7: Re-plan optimizes trajectories of three AUVs and two ASVs
to the rest of the mission area after 2 hours delay of an AUV.

the mission area. The result shows total mission time will be increased to 38.6 hours

if the first and third AUVs continue to cover the rest of the mission area following

the re-planned trajectories. Without the re-plan GA, the mission would fail.

The computational time for pre-plan GA is 2.3 minutes, and 0.3 minutes for the re-

plan in the simulation scenario. The computational time of re-plan GA is related to

the size of the remaining mission area. The computation speed of the re-plan GA

is fast enough to be implemented multiple times during charging and transitions of

vehicles. The improvement of re-plan results for compensating delay is insignificant

in this simulation. It might be because only one delay is considered in simulation for

the purpose of clear presentation. However, multiple delays and failures to AUVs can
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Figure 5.8: Re-plan optimizes trajectories of first, third AUVs and two
ASVs to the rest of the mission area with the failure of the second AUV.

be handled with the same method, and the improvement will accumulate and become

more obvious when more delays are considered.

According to the pre-plan evaluation, the proposed method successfully finds the tra-

jectories of working robots and mobile chargers to minimize the mission completion

time with high reliability. According to the re-plan evaluation, the proposed method

could handle mission uncertainty by running the re-plan GA. The total mission time

after applying the re-plan GA is shorter than continuing to use the pre-planned tra-

jectories. In addition, a mission with a robot failure can still be completed without

starting over again.
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Chapter 6

Conclusion

This dissertation provides mission planning architectures for long-term missions using

static and mobile charging stations. The approaches consider both overall mission

performance and power consumption of the operating robots using information on

area of operation, robot specifications, and environmental constraints.

For static energy replenishment, the mission planning problem is formulated to pro-

vide a solution that simultaneously generates trajectories for working robots, and

places static charging stations to facilitate efficient energy cycling through the mis-

sion. The proposed method also accounts for obstacles, current, and can adapt to

a priority search distribution. This developed method is applied to three mission

scenarios. Simulation results demonstrate the effectiveness of the developed method
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in both energy consumption and mission completion time. The capability of handling

multiple mission constraints is also shown in the simulations. The robustness of the

method is evaluated through Monte Carlo simulations. This work also enables the

trade-off study to assist mission planners in evaluating impacts of parameters on the

overall mission completion time and the total energy consumption.

In addition, a robotic network planning architecture for long-term missions utilizing

mobile charging stations is proposed. The mobile charging stations can travel in

the mission area to recharge the working robots before their batteries are depleted.

The energy cost calculation of mobile charging stations is integrated with dynamic

currents and obstacles into a multi-robot rendezvous planning approach, so that it

can be applied to a variety of scenarios. With the authority of changing working robot

trajectories, a GA based method is presented to optimize the trajectories of working

robots and mobile charging stations. The developed method is tested in a variety

of mission scenarios in dynamic environments. The results proved the reliability and

efficiency of the method while validating the re-planing capability.

In the future, more constraints on robots and the environment will be considered.

These constraints include energy limits on charging stations, collision avoidance be-

tween the robots, and characteristics of on-board sensors. Future work will include

continuation of integration of the developed methods for real-world application and

field experiments. The proposed method can be packaged as a software to generate
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overall mission plan including waypoints of working agents, deployment of charging

agents, and their charging scheduling. The software is implementable to different

mission scenarios with a variety of constraints considering different mission configu-

rations. The software can also be used as a guideline for evaluating the impacts of

different mission objectives, and provide a trade-off analysis for different combinations

of robots. These future implementations will provide us with better understanding

of challenges and considerations needed for real-world missions such as air sampling

missions and search and rescue missions.
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